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Abstract 

 
Banking sector is one such field where the company needs more accurate results 

after analysis. There are many people applying for bank loans from banks or 

other finance companies each day. But the banks cannot provide loan to every 

individual who is applying for loan. There is a very complex task that the bank 

employees do to study an analyze if the applicant is genuine or not. To find this 

out, there are a lot of factors to be considered. Going through this huge amount 

of data can be a really difficult task and yet one cannot be sure if the applicant 

will be able to pay back the loan within the given time or not. Objective of the 

paper is to make thorough analysis of the test data and make predictions if the 

applicant is genuine or not. For this process, we are using Machine Learning 

where the trained data is used to make predictions. 

Keywords: Banking Sector, Finance Companies, Loan, Trained Data, Test 

Data, Machine Learning, Prediction 

1. Introduction 
There are many applicants who apply for loan each day. But there is no surety that the applicants are 

genuine and the money is in safe hands. Even though there are a lot of people applying for loan, loan 

cannot be granted to every applicant who has applied for loan. There has to be a filtration process to 

check the details of applicants and see if the loan can be granted or not. Banks have a fixed percentage 

of money to be issued as loan. Hence filtration among applicants is necessary. For banks, the interest 

that comes from the applicants of loan serves as a huge business part. Loan is kind of an asset for the 

bank as the income from loan interest brings good profit to the bank. Hence the loan has to distributed 

after a good thorough analysis. 

Selection of approval of loan is a major business part of all the banks and finance companies. The 

employees working at the banking sectors face a lot of problem to process large data. There is a 

necessity to filter and give accurate result whether to approve the loan or not for a particular person. 

Processing huge data requires more time and effort. By the implementation of this project, we can 

reduce the time, effort and manpower required at the banking sectors. This problem is done by mining 

the data collected. 

A. Scope of the project 

The main contributions of this project therefore are: 

 Data Analysis  

 Dataset Pre-processing 

 Training the Model 

 Testing of Dataset 

B. Domain overview 

To predict the future or to do classification on information, machine learning is popular in doing such 

problems. The algorithms which we use in machine learning are trained over examples or instances 

from past experience and historical data is also analysed. As these algorithms are trained repeatedly, 

they are able to find patterns, which help to make future predictions. In machine learning algorithms 

data is the pillar. By using historical data, we are creating much more data by training algorithms. 
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Literature Review 

There are numerous researches performed on loan prediction, few of them are listed in our related 

works. The authors in [1] created a model which could predict for high-dimensional data samples, 

identify hidden patterns in the input data and was a cost-effective method. But the disadvantages in this 

paper was that there was requirement of re-training for novel types of cases that are fraud and 

classification performance is poor when compared with other datamining methods. 

In this paper [2] the authors have performed the creation of a model which was good for binary 

classification problems and had robustness toward a small number of data points. The drawback in this 

paper is that it is tough to process the results due to the transformation of the input data and it does not 

represent the information that is underlying in the domain.   

The main theme of the paper [3] is to design a model that is able to give a solution for non-linear 

classification problems and acceptable for real-time operations. But the drawback of this paper was that 

the model was showing abnormal behaviors for various fraud cases and it suffered a minor reduction in 

the fraud detection.  

This paper [4] provides a solution where the model gives estimates the absent data and maintains 

accuracy when a large piece of data is missing. But the drawback in this paper is that it is 

computationally expensive and if the boundaries are not informative, Support Vector Machine will not 

do well. 

Proposed System 

In the proposed system, normalization is used, which is a process of attribute value decomposition, it is 

done so that they will be within a particular range of minimum size. 

It is used to change large database to a smaller one, also take out irregularities. Min-Max normalization 

is a popular method to handle such problems. It is the reason behind accomplishment of linear 

transformation of real data to a simple one. 

The first step of random forest algorithm is selecting randomly ‘K’ features out of all ‘m’ features. Next, 

by implementing best split criteria we find out the root node of those randomly selected ’k’ features. In 

the third step, by implementing the best split criteria, child nodes are calculated. To do this we can use 

functions like ginindex () or infogain () which gives the best result. We repeat the first three steps till 

we form a tree having a root node and leaf node as a target. This enter step 1 to step 4 is done to generate 

‘n’ randomly generated trees. These randomly generated trees form random forest. 

In the proposed system, the main parameter that influence the classification accuracy is the amount of 

variables in the dataset and it states the fact that in datamining process, feature selection has a crucial 

role. There are two parameters that are crucial in this algorithm, in each tree there are how many random 

variables used and the number of trees used in each forest. We split the data into child nodes in a specific 

tree by using a function called information gain. 

The drawbacks of the existing system are that the robustness of algorithms are not assessed. It also 

cannot learn if the environment is nonstationary. Advantages of the proposed system: 

• Reduced excessive number of rules.  

• Doubled the performance compare to the existing system.  

• Can consider the noise data. 

• Can achieve higher precision.  

• Reduce the total cost and processing time. 

2. Materials And Methods 

There are three major modules implemented in this project: 

MODULE 1: PRE-PROCESSING 

In real world data, we frequently have lot of missing values. The reason might be failure to record data 

or corruption of data. Pre-processing should be done to handle such data as lot of machine learning 

algorithms cannot work if there is any missing data.  

Features which have numeric value such as amount, age can be replaced by using Mean/Median/Mode 

strategy. We can replace the missing values by calculating mean, mode or median. It just like an 

approximation which can join variance to the dataset. If the data is linear we can use another method 

which can approximate it with deviation of neighbour values. When the absent values are of a sting 

column then it can be restored with a new category. This feature will have limited number of 
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possibilities, such as sex. As they have limited number of classes, we can give a new class for the 

missing’s, for example ‘u’ for unknown. This method will append more data into the set resulting a 

change in variance. As they are categorical, we need to find a method to convert it into numerical format 

so that the algorithm can understand. 

MODULE 2: MODEL SELECTION 

In many supervised algorithms, random forest is one among them. It is flexible and simple to use. It is 

used for both classification and regression. Generally, a forest has trees. It is said that if a forest has 

more trees, then that forest is considered as a strong forest. 

In random forest algorithm, data samples are randomly collected and decision trees are generated and 

by means of voting we choose the best solution from the predictions we get from each tree. 

On a randomly split data, decision trees are generated as it is a divide and conquer approach. A group 

of decision tree classifier is known as forest. Using an attribute selection indicator such as gain ratio, 

information gains these individual decision trees are. 

Every tree depends on a single random sample. In classification problems, every tree votes and the 

majority class are selected as the last result but in regression, the average of all the three outputs is 

taken. It is powerful and simple than all the non-linear classification algorithm. 

The K-NN classification algorithm decides on the presumption being true for the functionality of 

algorithm. K-NN takes closeness into account like proximity, distance with some basic mathematics 

methods. 

With given k-value we can set limits of each class and all the training readings remain constant. These 

limits will separate RC from GS. Similarly, let us see the effect ok ‘k’ value on the class limits. 

MODULE 3: MAKING PREDICTIONS 

There are many distance metrics, let us discuss a few popularly used metrics. Initially let us know the 

concept behind these metrics and then learn which algorithm use these distance metrics. 

In normal vector space, distance is a metric. A normal vector space is where a norm is defined on a 

vector space. Consider X is a real valued function where X is a vector space and real valued function 

||x|| satisfies these following conditions: 

• Triangle inequality- calculated distance between two points is always a straight line if distance 

is a norm. 

• Scalar factor- when you multiply with a positive number, its length varies if the direction of 

vector doesn’t change. 

• Zero vector- it will have length as zero. 

 

Fig. 1 Example of the database maintained for training. 

This figure here is the example of the data frame taken from the publicly available resource.  

3. Results and Discussion 

To grant the loan we set a value. If the value is greater than the threshold value, then we grant the loan. 

If the value is less than threshold value, the application will be denied. To do this we used different 

algorithms on the data frame. At the end we will get the accuracy of the algorithms used for trained and 
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test data set. Following are the pictures of accuracy value of the different scores. Each algorithm has 

different impact on the given data frame. The following figures are the outputs that we got using the 

algorithms in Jupyter Notebook. 

 

Fig. 2 Support Vector Classification Output 

In figure 2 we have the precision for trained and test values of loan score, credit score and income score 

using Support Vector Classification. 

 

Fig. 3 KNN Output 

In figure 3 we have the precision for trained and test values of loan score, credit score and income score 

using KNN. 

 

Fig. 4 Logistic regression Output 

In figure 4 we have the precision for trained and test values of loan score, credit score and income score 

using logistic regression classification. 
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Fig. 5 Random Forest Output 

In figure 5 we have the precision for the trained and test values of loan score, credit score, and income 

score using random forest classification. 

4.  Conclusion 

By considering the changing trend in the banking sector, we come into a conclusion that loan approval 

prediction using machine learning is very necessary as it reduces the work of the employees of banks 

or any other finance companies. A task that consumes a lot of time and effort can be done easily with 

the help of this project. It is a very time-consuming task for the employees go through huge data sets to 

make analysis for an applicant. A detailed study on loan approval prediction has been presented in this 

paper which proves that the bank employees can save a lot of time by using this system than the 

traditional methodology where the employees to go through huge data and make predictions. 
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